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“The best way to predict your future is to create it — Abraham Lincoln.”
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Abstract

Next generation 5G networks specifications are being developed with high promised
capabilities, the aim is to have higher user throughput, better energy and spectrum
efficiency, less latency, and to serve the huge number of candidate users and Internet
of Things (IoT). It is expected that 5G radio networks will strongly depend on us-
ing ultra-dense small cells beside the macro base stations. This topology will over-
come problems of coverage-holes due to millimeter-wave signals, demanded user
throughput and high number of attached users. This kind of ultra-dense networks
(UDN) consisting of large number of macro and small cells will significantly increase
network power requirements. A practical method to control energy consumption is
by dynamically controlling power saving mode in radio network.

In this thesis, a cooperative energy management algorithm for 5G UDN model
is developed, such that the overall energy consumption is reduced while maintain-
ing network coverage and user demanded quality of service. The mobile network is
modeled as a graph; this model allows using graph theory properties to build energy
optimization algorithm. Graph connectivity is an important measure to guarantee
continued radio coverage, design algorithm secures network connectivity and mea-
sures it through algebraic connectivity. This work introduces a novel power saving
algorithm for such multi-layer, multi-band heterogeneous UDN using power off/on
method. The algorithm is self maintained and works using centralized management
database without additional complexity in network architecture.

The proposed algorithm achieves power saving up to 21% in daily peak time, and
60% in off-peak time coming from energy saved on macro and small cells, beside the
connecting backbone links. To validate the effectiveness of the proposed algorithm,
a random network model is developed using Matlab, and several experiments are
simulated to test the robustness of the design algorithm.
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Chapter 1

INTRODUCTION

1.1 Background

Next generation 5G standards are being developed by international standard orga-
nizations such as Third Generation Project (3GPP) and International Telecommuni-
cation Union (ITU). Commercial 5G networks based on ITU standards are expected
to be available in 2020, with the number of forecasted subscriptions reaching around
550 million by the end of 2022. It is expected that total mobile data traffic will in-
crease by 45% compared with 2016, and the data traffic per smart phone in Middle
East region will reach 7.6 GB/month in 2022. 5G is one of the most anticipated ad-
vances in the Information and Communication Technology (ICT) industry. The in-
troduction of 5G will accelerate transformation in many industry verticals, enabling
new use cases in areas such as automation, IoT and big data. It is expected that most
operators will introduce 5G from 2020, which is closely linked to the time-line for
5G standardization. Early deployments of pre-standard networks are anticipated in
selected markets [1] [2].

As of today, there are around 30 operators that have publicly announced 5G in-
troduction plans, with several trials already taking place. Rollout is expected to
commence in metropolitan and urban areas, and is forecasted to reach around 10%
of population coverage by 2022. Huge demands are coming on current Long Term
Evolution (LTE) networks from new user behaviors such as on-demand video, on-
line gaming, and live streaming due to the increased use of smart phones, in addition
to the expected demand from digital transformation and IoT. It is forecasted to have
around 29 billion connected devices by 2022, of which around 18 billion will be re-
lated to IoT [1] [2], this puts more focus on next generation mobile networks.

The key drivers for expanding cellular network coverage and capacity are the ex-
ponential rise of smart-phone and mobile broadband usage, coming from the grow-
ing numbers of new subscribers in developing markets and the introduction of cel-
lular IoT services in several applications such as smart homes, autonomous driving,
remote medical applications, etc [1] [3].

The drivers for traffic growth in mobile broadband networks can be summarized
in two words: social and video. Data collected in 2015 shows that in every single
minute of the day, nearly 140,000 hours of video were being watched on YouTube,
360 GB of data were being uploaded to Facebook, and more than 13 million Whats-
App messages were being sent [3]. Clearly these sorts of statistics represent signifi-
cant new demands on mobile networks [1] [3].
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In preparation to 5G, operators in mobile technology should cater for the contin-
ued subscriber growth, and the shift for video and social media requirements, this
puts new demands on the cellular networks and requires innovation in hardware
and software design that can deliver higher capacity and better performance, im-
proving the efficiency and cost by simplifying network architecture, and optimizing
network solutions for new application areas such as IoT [1] [2] [3].

FIGURE 1.1: 3xMulti Concept in Cellular Net-
works [3]

Practically, mobile networks de-
sign for next generation applica-
tions should be "3xmulti": multi-
standard, multi-band, multi-layer
as illustrated in Figure 1.1. Cur-
rently, most operators already oper-
ate on three technology standards,
Global Mobile System (GSM), Wide
Band Code Division Multiple Ac-
cess (WCDMA), and LTE. Opera-
tors are planning for 5G introduc-
tion, this requires interworking be-
tween the standards. It is also re-
quired to support multi-band op-
erations as additional licensed and
un-licensed bands are becoming
available to support the increasing
demand on data rates, coverage,
and capacity for the coming years.
Furthermore, to get the maximum
performance out of each band, op-
erators will need multi-layer de-
ployments with a combination of
macro and integrated small cells as
shown in Figure 1.2 which will en-
able them to successfully serve high
dense indoor and outdoor areas [2]
[3].

Geographical areas can be clas-
sified according to the density of
subscribers and the traffic gener-
ated from that area into: Rural, Sub-
urban, Urban, Dense Urban areas
as illustrated in Figure 1.2. Differ-
ent radio design approaches are fol-
lowed depending on the type of the
area under design. For rural and
suburban areas the use of macro
cells can serve the demand; how-
ever, in urban and dense urban ar-
eas the small cells are integrated with macro cells to serve required user experi-
ence [3] [4].
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FIGURE 1.2: Types of Geographical Area and Radio Design [3]

The multi-layer deployments, by combining macro cells and integrated small
cells, help meet the challenge of maintaining and improving cell edge and in-building
coverage for excellent user experience. The greatest demand for high-speed mobile
data services and app coverage is often from indoors. A key solution in this area is
the deployment of cost-efficient small cells. Small cells are needed in areas where
immediate coverage is shielded or lacking (such as inside buildings) or where there
is too much traffic for a macro cell to handle (such as in-building areas, street-level
traffic, shopping malls, event venues, airports and train stations). Often in dense
urban or urban environments, macro network may not be able to offer the required
coverage and throughput, thus we need to take a new approach for indoor network
design. Small cells alone improve the network performance in certain areas, but in-
tegrated small cells (macro and small cells combined) deliver even higher capacity
and peak rates, with the potential to improve performance in the macro network by
offloading traffic [3] [5] [6].

Unlike other generations of mobile cellular technology, 5G is designed from the
start to interwork with evolved versions of current standards, most notably LTE and
LTE-Advanced (LTE-A). 5G is not just about a new Radio Access Technology (RAT);
it is a combination of a new 5G RAT in new higher frequency spectrum [3], together
with evolved LTE, transmission, core networks and services. This will enable op-
erators to quickly introduce 5G in parts of their networks and rely on the evolved
LTE functionality in the rest of their network to provide high-quality fallback for
early users of the new technologies. Operators will need to be able to quickly and
cost-effectively introduce a large number of new applications and services. Network
virtualization and abstraction capabilities such as Network Functions Virtualization
(NFV), Software Defined Networking (SDN), Cloud Radio Access Network (CRAN),
will all have key roles to play [5].
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IoT is an enabler for a very wide variety of applications, each of which has dif-
ferent requirements that must be met to make them viable. They can be split into
two main classes: massive Machine-Type Communication (MTC) and critical MTC
as displayed in Figure 1.3. For massive MTC, it’s all about high volumes, involving
huge number of devices. For critical MTC, the focus is on safety, security, integrity
and low latency, where trust in the system is essential – remote surgery or automated
vehicle braking, for instance. 3GPP standard has mechanisms for priority access to
certain traffic classes as part of Quality of Service (QoS) configuration, and it sup-
ports secure traffic authentication and encryption [3] [4] [5].

FIGURE 1.3: Massive and Critical MTC [3]
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1.1.1 5G Network Architecture and Key Technologies

The next generation 5G RAN system will mainly be an integrated or a converged
technology of evolved and revolved multiple cooperating RATs [2] [3] [4]. That is,
the architecture of the 5G RAN system will be made up of evolved versions of GSM,
WCDMA, LTE, Wireless Local Area Networks (WLAN), MTCs, Fibre To The Home
(FTTH), and others. Such evolved and different RATs of dynamic cell sizes will
qualify the 5G RAN systems to become a true World Wide Wireless Web (WWWW)
system [5].

Furthermore, technical insights drawn from Figure 1.4 and recent research trends
reveal that the 5G RAN systems will consist of multiple tiers of Heterogeneous Net-
works (HetNets). Each tier will have different sizes defined by different RAT Base
Stations (BSs) having asymmetrical transmit powers as well as complex interference
dynamics down/upstream of macro cells. As illustrated in Figure 1.4, the architec-
ture of the 5G RAN systems will consist of macro and small cells (i.e., micro cell,
pico cell, femto cell, relay and Device to Device (D2D)) based communication tiers,
each of different RATs [5] [6].

Typically, the Macro evolved NodeBs (MeNBs) are high power base stations with
transmit powers close to 43 dBm. The MeNBs are suited to wide area applications
such as communication coverage for the remote and rural areas. The Micro evolved
NodeBs (µeNBs) and Pico evolved NodeBs (PeNBs) are low power base stations
whose transmit power ranges from 23 dBm to 30 dBm. Thus, because of their fairly
short distances, they are suitable for urban and enterprise applications. The femto
cells are consumer-deployable heterogeneous evolved NodeBs (HeNBs) connected
to consumers broadband backhaul. The HeNBs may transmit with powers less than
23 dBm and they may also have restricted User Equipement (UE) associations. Re-
lay evolved NodeBs (ReNBs) use the same spectrum as for MeNBs and PeNBs but
transmit with powers similar to those of PeNBs [5] [6].

It should further be noted that the 5G RAN systems will adapt to more frequency
spectrums (e.g., mmWave or Extremely High Frequency (EHF) band i.e., 30 - 300
GHz or 1-10 mm) in order to satisfy UDN broadband applications. This implies that
an aggressive exploration and efficient utilization of the EHF spectrum will com-
plement the use of existing Ultra High Frequency (UHF) (i.e., 300 MHz - 3 GHz)
spectrum [4] [5].
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FIGURE 1.4: 5G Network Architecture [5]

To put more focus on resource management issues in 5G UDN, Figure 1.5 repre-
sents a simplified network architecture for core and and multi-tier radio 5G network.
It describes the inter-working between different radio nodes such as MeNBs, inte-
grated small cells, HeNB, MTC and D2D in radio networks.

The core network is an Internet Protocol (IP) based network transmitting both
control signals and data. Core network consists of several components, the Home
Subscriber Server (HSS) which is a central database that contains user-related and
subscription-related information. The Authentication Center (AuC) is responsible
for user’s authentication and authorization. The Mobility Management Entity (MME)
is in charge of all the control plane functions related to subscriber and session man-
agement. The Packet Data Network Gateway (PDN-GW) manage the traffic between
home network and foreign networks. PDN-GW is a layer 3 mobility anchor point
which is responsible for the IP assignment of the User Equipment (UE). The Serving
Gateway (S-GW) is to route and forward the user data packets and it also acts as
the layer 2 mobility anchor. The Small-cell Gateway (Small-GW) controls clusters
of small cells. The UE connects to the Internet via the eNodeB, the home eNodeB
(HeNB), the Relay Station (RS), or the Relay Node (RN) [5] [6].
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FIGURE 1.5: Simplified 5G Network Architecture [6]

There are several key technologies that will contribute to the development of
future 5G networks, some of them are:

• Muli-Input Multi-Output (MIMO)
The MIMO is a technology to enhance the overall networks performance. MIMO
is based on the use of multiple antennas at both the base station and the UE,
and it employs several techniques including spatial multiplexing, beam-forming,
and pre-coding [7]. In the 3GPP LTE standard, the base station supports 1, 2,
4, and 8 transmission antennas, and the UE supports 1, 2, 4, 8 reception anten-
nas [8] [9].

• Carrier Aggregation (CA) Techniques
In the 3GPP specifications, CA technique allows aggregation of up to five cells
for a UE, and thus it can increase the peak data rates of the UE. CA has been
introduced in LTE-A systems to enhance cell edge throughput and can enable
UEs to achieve (100 - 300)% higher user throughput [6] [10].

• Software-Defined Network (SDN)
SDN enables the evolution of Internet with the open flow, network virtualiza-
tion and service slicing strategies. The wireless networks can obtain benefits
from the SDN evolution to fulfill the 5G capacity booming [6]. The basic SDN
architecture involves 3 layers namely infrastructure layer, control layer and
application layer. In more detail, the infrastructure layer comprises network
devices and equipment. The control layer provides “SDN Control Software”
and “Network services” for addressing requirements of the applications which
are available in the application layer [11].
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1.1.2 Importance of Energy Saving in 5G Networks

Energy and spectrum are most important resources in mobile communication, en-
ergy consumption is growing significantly. ICT is responsible for about 3% of energy
consumption and 2% - 4% of CO2 emissions in the world [12] [13]. Energy consump-
tion is increasing at a rate of 15% - 20% annually which means double consumption
after about 5 years [19], Base stations consume 60% - 80% of the total energy [20] [21],
this requires more research on energy management in 5G networks [6].

Mobile and Wireless Communications Enablers for Twenty-Twenty Information
Society (METIS) project published the requirements from next generation networks,
some of them are: support for hundreds of millions connected devices, 10 to 100
times higher user data rate, 10 times longer battery life, 5 times reduced end-to-end
latency, these requirements shall be fulfilled at similar cost and energy dissipation
as today. The integration of the new radio concepts such as Massive MIMO, UDN,
Direct D2D Communication, Ultra-Reliable Communication, Massive MTC and the
exploitation of new spectrum bands will allow to support the expected dramatic in-
crease in the mobile data volume while broadening the range of application domains
that mobile communications can support beyond 2020 [22].

In UDN, large number of small cells (i.e., femtocells, picocells) will be deployed
to offload the traffic from over-crowed macro cells, this radio densification will sig-
nificantly improve network capacity by efficient frequency reuse and reducing the
distance between BS and UE [6] [23]. While UDN is becoming a key technology
towards boosting network performance in terms of capacity, data rate and latency,
it also raises the issue of resource management with respect to spectrum and en-
ergy efficiency. Even though small cells are of low power compared to macro cells,
the sum of energy consumed on ultra-dense small cells network together with the
macro cells is non-negligible and brings focus on how to efficiently manage energy
consumption in UDN.

Due to the nature of user’s distribution in mobile network and the random traf-
fic distribution, it is expected that different BSs will have different load demands,
thus some of the small cells and macro cells can be put into sleep mode depending
on node utilization [24]. It is a critical problem to optimally determine which set
of nodes to put in sleep mode, because of the trade-off between network capacity
achieved by network densification and energy efficiency. When turning some of BSs
to sleep mode the total number of available network BSs is reduced, this will in-
crease the distance between UE and BS and thus may impact user quality of service
such as data rate and latency, to compensate for the increased distances the power
transmitted from macro cells (where UE will be reallocated after putting small cell in
sleep mode) and the power transmitted from UE should be increased, thus making
optimization algorithm more challenging.

In this research, a sample geographical area of 5G UDN is modeled, which con-
sists of macro BSs layer and integrated small cells (pico cells type) layer [2] [3]. Traf-
fic is randomly and uniformlay distributed among the BSs. It is assumed that all
pico cell clusters have umbrella coverage from macro BSs [23], thus can compensate
for radio coverage when putting small cells into power saving mode [14] [23]. The
proposed algorithm has the objective to reduce the total radio network energy con-
sumption by using power off/on method while maintaining the constraints such
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that radio network coverage continues, BSs maximum capacity should not be ex-
ceeded, and required UE QoS should be guaranteed.

Furthermore, the proposed algorithm computes the optimal set of BSs (macro
and small cells) to put into power saving mode based on energy efficiency maxi-
mization and constraints satisfaction, it is also tested using different experiments.
Macro BSs can be put partially in power saving mode depending on their utiliza-
tion, small cells can be put totally in power saving mode if their utilization is below
specified threshold and their traffic can be compensated from macro base stations.

Radio network is modeled as a graph to enable using graph theory in such mo-
bile networks and examine its properties such as centrality measures to identify most
important base stations [15]. Graph connectivity is guaranteed through algorithm
design and measured using algebraic connectivity [16]. Power saving results are ob-
tained which prove the performance of the proposed algorithm.
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1.1.3 Why Using Graph Theory?

Graphs have been used widely to model many types of relations and connections
in physics, biological and information systems [14] [25]. Many practical problems
can be represented by graphs. Recently due to the advancement in graph theory
simulation tools, it is getting more momentum in big data mining and user behavior
analysis.

In [26] authors discussed how graph theory is being used as one of the algo-
rithms to deal with big data analysis in social networks such as Facebook, Twitter,
Flicker as displayed in Figure 1.6. Although graph theory is being extensively used
in social networks, computer networking, and security, but it is still of limited use
up to now in mobile networks [25]. Thus it is a focus area for researchers toward 5G
molding and development [14], graph theory is used in this thesis for radio network
modeling.

FIGURE 1.6: Graph Theory in Social Networks

Complex networks such as UDNs rely for their function and performance on
their robustness, i.e. the ability of a network to maintain its connectivity when a
fraction of its vertices is damaged. The vertex (or edge) connectivity of a graph is
an important measure of robustness of a network. The connectivity represents the
ability of graphs to retain connectivity after vertex (or edge) deletion. Thus, it is
important while putting radio nodes in power saving mode to monitor the whole
network connectivity, this can be achieved using the graph theory properties such
as algebraic connectivity [16].

In Graph G = (V,E), nodes are represented as Vertices while links are repre-
sented as Edges. In this thesis a weighted undirected graph is used to model the
radio network, graph weight reflects user traffic flow over network edges. In the
proposed algorithm, the graph connectivity is checked and guaranteed. Graph rep-
resentation allows nodes/links manipulation easily and gives final representation of
network after optimization. Several graph properties such as centrality, connectivity,
degree, etc are used during simulation.
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1.2 Problem Statements and Motivations

The thesis objectives are to reduce overall radio network energy consumption in 5G
networks, and to model multi-layer 5G UDN for energy saving algorithm simula-
tion.

Several constraints are considered while maximizing energy efficiency which are:

1) Radio coverage-hole avoidance.
2) Network connectivity.
3) Demanded QoS.
4) Radio BSs capacity limitations.

The high demands put on 5G networks in terms of energy and spectral efficiency
make it of great motivation to research in this area while 5G standardization is still
in progress.

1.3 Contributions

Several previous power saving studies conducted on mobile networks are in related
work chapter, however, the demands from 5G networks require more advanced pro-
cedures to deal with the UDN. The contributions of this thesis are:

• Modeling of next generation 5G UDN using Graph; this helps employing graph
theory properties to investigate this kind of complex networks and to have
more insights on it.

• Build a novel algorithm to control power saving mode in UDN macro and
integrated small BSs.

• The design allows using spectrum recycling from powered-off small cells to
increase spectral efficiency.

• The design allows graphical display and monitoring of network BSs, and real-
time control of power saving mode in 24h/7d basis.

• Radio network cross-layer and cooperative energy saving mechanism.

1.4 Thesis Organization

The rest of this thesis is organized as follows: Chapter 2 presents related work with
discussion on author’s methodology and limitations. Chapter 3 describes the design
methodology through detailing the UDN network modeling algorithm, problem for-
mulation, and power saving algorithm. Chapter 4 gives performance evaluation by
detailing on simulation parameters, simulation results, and then results discussion.
Chapter 5 concludes thesis findings and perspectives.
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Chapter 2

RELATED WORKS

2.1 Primer on Energy Saving

Several studies published development initiatives related to 5G, each is focusing on
specific aspect of next generation networks challenges, researchers are investigating
novel methods to satisfy 5G requirements such as higher data rates, reduced latency,
number of connected devices and applications, IoT and smart cities, frequency effi-
ciency, millimeter-waves, modulation schemes, energy efficiency, etc [2] [3] [22].

There are several energy efficiency studies in literature, each is focusing on spe-
cific area in 5G networks. Figure 2.1 gives an overview of such studies in UE side,
radio network, and core network. This thesis focuses on radio network energy sav-
ing methods.

5G networks should enable a novel state of the art technology. It is known that
50% of voice calls and 70% of data traffic originate indoors [27] [28]. With the other
demands coming from millimeter-waves and high data rates required it is expected
that small cells will play important role in 5G architecture. The small cells are low
cost, low power, and easy to install nodes. The high number of implemented small
cells will convert current heterogeneous networks to ultra-dense networks. With this
densification it is requires to have advancement on network management function-
alities so that small cells be Self-Organized and Optimized (SON) [29]. The target is
to have optimal resources distribution based on the dynamic nature of 5G networks,
with the challenges of efficient spectrum allocation, minimum interference and best
system load balance, together with less computational complexity and energy con-
sumption.

A centralized downlink frequency planning across small cells and macro cells
proposed in [28], but the very large number of small cells may complicate the cen-
tralized optimization process. For simplicity, a lagragian relaxation algorithm is in-
troduced in [30] to minimize total energy consumption with constraints on data rate.
This algorithm still needs a centralized server to maintain global information of the
network and process it, this is very hard in practice due to the large number of small
cells in UDN, hierarchical method is preferred to solve such computational issues.

In [6], authors surveyed the resource management issues in UDN such as energy
saving and resource allocation problems. Also, they considered resource recycle as
one of the future research areas to improve frequency planning in 5G networks. LTE-
A supports carrier CA feature in which it is possible to schedule UE on continuous
or non-continuous component carriers [31] [32]. In resource recycle, if spectrum uti-
lization of small cell is under a pre-defined threshold, the system could turn off the
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light loaded small cell and recycle the resource. Fairness problem is also discussed
where optimization is required to approximately distribute load over the available
carriers.

Regarding energy management issues in BSs, authors in [6] also listed two meth-
ods studied in literature [33] - [37], first is dynamic power off/on operation, where
light loaded BSs are put in sleep mode, in this method design should effectively de-
activate light loaded BSs without ping-pong effect (i.e fluctuation between power
off/on modes), moreover, the coverage-hole problem must be avoided [25] [37]. The
second method is dynamic power control to adjust node’s transmitted power, in
this method there were several previous optimization researches, however, their
approach might not perform well in complex networks such as UDNs. Another
method of power saving was discussed in [6] which is efficient scanning for UE, it
describes the trade-off between scanning time and energy consumption.

In [38], authors discussed energy aware computational offloading where energy
consumption is reduced by executing jobs on a remote cloud server rather than lo-
cally, system was modeled using game theory. Such centralized method can increase
signaling load on core nodes and links.

In [39], authors discussed power saving method by energy aware traffic offload-
ing via D2D cooperation. They investigate the cooperative traffic offloading among
UEs which are interested in receiving a common content from a cellular BS. The
BS first sends the content to some selected UEs which then broadcast the received
data to the other UEs, such that each UE can receive the entire content simultane-
ously. Authors focus on a novel joint optimization of the content transmission rate
and each UE’s relay-duration, with the objective of minimizing the system energy
consumption and the cellular-link usage. Results demonstrate that the optimal UE
cooperative offloading can significantly reduce the system cost compared to some
heuristic schemes.

In [40], the authors proposed a dynamic channel assignment based on a learn-
ing algorithm combined with a BS on/off switching procedure to improve the en-
ergy efficiency. The proposed algorithm is self-organizing and performs in dis-
tributed manner. Simulation results indicate that the proposed algorithm balances
load among BSs and yields better performance compared to the baseline algorithms,
however, this algorithm is complex in terms of computational time for the use in
UDN.

In [14], authors investigate energy saving in ICT sector, per their study internet
consumes 10% of worldwide energy consumption. Their approach is to switch off
network’s nodes and links while still guaranteeing network connectivity and maxi-
mum link utilization. They modeled internet networks using a directed graph, ver-
tices represent routers and edges represent links connecting between routers. The
objective is to find the set of routers and links that must be powered on so that the
total power consumption is minimized, subject to flow conservation and maximum
link utilization. At each power-off step traffic flowing through network element is
rerouted on the shortest path, they compared results from several policies: random
switch-off, least-link in which sorting was done according to least degree, least-flow
in which sorting was done according least traffic flow, opt-edge in which impor-
tant edges and aggregation nodes are skipped from power-off so connectivity is not
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exploit. Random and least-flow methods were checked for links. Authors assume
off-peak traffic is 20% of peak demand, they repeated experiments for 20 randomly
generated network topologies. Comparison between different approaches show that
optimum-edge/random and optimum-edge/least-flow for nodes and links respec-
tively are very close to optimum number of switched-off nodes and links. They man-
aged to switch-off around 50% of nodes depending on number of network nodes.
This research was limited to the nature of internet networks and it is not applicable
to the heterogeneous mobile networks including the 5G networks.

In [23], the authors are targeting to minimize the energy consumption of BSs
by optimally controlling the BS’s power saving mode, while considering constraints
of UEs coverage, capacity of BSs, data rate. They managed to get 38-48% of sav-
ing depending on traffic distribution. They modeled UDN hexagonal networks of
macro cells, small cells, and UEs. Small cells are considered irregularly deployed un-
der macro cell coverage for traffic offloading. The proposed algorithm determines
which BSs to put in sleep mode depending on number of connected UEs to BSs based
on geo-location information. When number of connected UEs to BS is zero then BS
is switched-off, BS can connect to limited number of UEs to satisfy the throughput
constraint. However, this paper focused on number of connected UEs rather than
actual traffic generated from UEs, also the complexity of the proposed algorithm is
exponentially related to number of UEs and network BSs.

FIGURE 2.1: An Overview of Power Saving Methods in Literature
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2.2 Primer on Graph Theory

Graph theory has been applied in different application domains such as social net-
works and security [25], but researches on using graph theory in mobile networks is
still limited [14] [23]. This thesis focuses on graph theory use in modeling 5G mobile
complex networks.

In [25], the authors proposed graph theory based network insight analysis frame-
work which can give mobile operators insights about their networks, provide better
network coverage, and optimize their infrastructure investments. They focus on
network coverage-hole detection and node ranking as two use cases of such frame-
work. Authors built their graph model displayed in Figure 2.2, based on the interac-
tions between physical network information generated from network elements, and
UE mobility behaviors generated from mobile application inside the smart phones.
The conducted framework includes data mining to produce mobile network graph,
global graph view, network analysis based on graph properties. Network hole de-
tection is addressed by the algorithm using the concept of Connected Components
(CC) in graph theory, it can discover the isolated CC, nearest neighbors and optimal
connectivity for isolated CCs.

FIGURE 2.2: A Graph Representation of Radio Nodes [25]

In the same study, Node Ranking is addressed with the aim to find how impor-
tant a node is in the network [25]. Authors used Betweenness Centrality algorithm
to find the key sites in a sub-graph.

Graph connectivity in mobile networks is an important measure for network ro-
bustness, from which we can find connected radio components and identify isolated
components of the graph. There are several methods to calculate graph connectivity,
in Section 2.2.2 the algebraic connectivity is discussed in more detais [18].
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2.2.1 Graph Properties

This thesis uses graph theory for 5G network model building, and utilizes its prop-
erties in energy optimization algorithm. The model uses a weighted un-directed
graph to represent radio nodes and links between nodes. Then we use some of
graph properties such as centrality and connectivity in energy saving algorithm. In
the following, we introduce formal definitions and formulae for some of the graph
properties that will be used in the coming chapters [15] [17].

What is a Graph?
A graph G = (V,E) is a collection of nodes and edges that represents relationships
between |V | vertices and |E| edges:

• Nodes are vertices V that correspond to objects.

• Edges E are the connections between objects.

The graph edges sometimes have weights making a weighted graph. Graphs can
be directed or un-directed depending on their edges type, the following definitions
for graphs are detailed:

• The Un-directed Graphs have edges that do not have a direction. The edges
indicate a two-way relationship, each edge can be traversed in both directions.

• The Directed Graphs have edges with direction. The edges indicate a one-
way relationship, in that each edge can only be traversed in a single direction.
A directed graph is a pair (V,E), where V is the vertex set and E is the set of
vertex pairs as in ”usual” graphs. The difference is that now the elements of E
are ordered pairs: the arc from vertex u to vertex v is written as (u, v) and the
other pair (v, u) is the opposite direction arc.

• The Weighted Graph is a graph for which each edge has an associated weight,
usually given by a weight function. In a weighted graph, the weight of a path
is the sum of the weights of the edges traversed.

• Graph Connectivity. Graph is connected if you can get from any node to any
other by following a sequence of edges or any two nodes are connected by a
path. A directed graph is strongly connected if there is a directed path from
any node to any other node. Algebraic connectivity (detailed in next section)
is an important method to measure graph connectivity and identify number of
graph connected components.

• Graph Component. Every disconnected graph can be split up into a number
of connected components.

• Graph Centrality. Centrality indices are answers to the question "What char-
acterizes an important vertex?" The answer is given in terms of a real-valued
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function on the vertices of a graph, where the values produced are expected to
provide a ranking which identifies the most important nodes. There are dif-
ferent types of centrality that can be used to identify central nodes, such as
degree, closeness, betweenness centrality measures.

• Degree Centrality. The degree of the vertex v, written as d(v), is the number
of edges with v as an end vertex. By convention, we count a loop twice and
parallel edges contribute separately. LetG = (V,E) be a simple graph with |V |
vertices and |E| edges; its degree centrality C is:

Cd(G) = deg(G)

deg(G) is the degree of a graph vertex, if the graph is weighted graph, then the
sum of the edge weights is used rather than the number of connecting edges.

• Closeness Centrality. An important node in closeness centrality is typically
close to, and can communicate quickly with, the other nodes in the network.
The closeness centrality types use the inverse sum of the distance from a node
to all other nodes in the graph; the centrality of node C is:

C(i) = (
Ai

N
)2

1

Ci

Ai is the number of reachable nodes from node i (not counting i),N is the num-
ber of nodes in G, and Ci is the sum of distances from node i to all reachable
nodes.

• Betweenness Centrality. The betweenness centrality type measures how often
each graph node appears on a shortest path between two nodes in the graph.
Since there can be several shortest paths between two graph nodes s and t, the
centrality of node u is:

C(u) =
∑
s,t 6=u

nst(u)

Nst

nst(u) is the number of shortest paths from s to t that pass through node u, and
Nst is the total number of shortest paths from s to t.
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2.2.2 Algebraic Connectivity

"How well connected is a graph?" This is a fundamental question to any problem
modeled using graphs and that unfortunately defies a simple answer. Even pro-
ducing a simple definition as to what well connected exactly means is challenging.
The algebraic connectivity – the second smallest eigenvalue of the graph’s Laplacian
matrix – was established by Fiedler in his seminal work as an elegant answer to this
fundamental question [16] [18].

Let G = (V,E) be a simple graph with |V | vertices and |E| edges; its algebraic
connectivity is a function of its adjacency and degree matrices. In the following, we
introduce formal definitions for all these quantities along with some key results on
algebraic connectivity.

Definition 2.2.1 (Adjacency Matrix). Given a simple graph G = (V,E) with |V | = n,
its adjacency matrix A(G) is a n× n binary matrix where the entry aij is equal to 1 if
{i, j} ∈ E and 0 otherwise.

Definition 2.2.2 (Degree Matrix). Given a simple graph G = (V,E) with |V | = n,
its degree matrix D(G) is a n× n diagonal matrix where the entry dii is equal to the
degree of vertex i.

Definition 2.2.3 (Laplacian Matrix). Given a simple graph G = (V,E) with |V | = n,
its Laplacian matrix L(G) is a n× n matrix defined as:

L(G) = D(G)−A(G)

From Definition 2.2.3, it follows that the entry li,j of the Laplacian matrix for
graph G is

li,j =


deg(i) if i = j

−1 if i 6= j and {i, j} ∈ E
0 otherwise

where deg(i) is the degree of vertex i.

The eigenvalues of the Laplacian matrix are usually referred to as the graph spec-
tra. The number of zero-valued eigenvalues of the Laplacian matrix is equal to the
number of connected components in the graph G. Consequently, the second smallest
eigenvalue being 0 is equivalent to the graph having at least two connected compo-
nent and thus being disconnected. Therefore, this eigenvalue is referred to as the
algebraic connectivity of the graph [16], More formally:

Definition 2.2.4 (Algebraic Connectivity a(G)). Let N ≥ 2 and 0 = λ1 ≤ λ2 · · · ≤ λN
be the eigenvalues of the Laplacian matrix L(G). The algebraic connectivity a(G) of
the graph G is equal to the second smallest eigenvalue, λ2.

The algebraic connectivity has become essential to the study of the network ro-
bustness not only because a non-zero value proves end-to-end connectivity but more
importantly because of Lemma 2.2.1 proved by Fiedler [16]. It connects the algebraic
connectivity to two important graph properties. One, the vertex connectivity, the min-
imum number of vertices whose deletion from a graph disconnects it. Two, the edge
connectivity, the minimum number of edges whose deletion from a graph G discon-
nects it.
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Lemma 2.2.1 (Bound on Connectivity). Let k(G) and η(G) be the vertex and edge
connectivity of the graph G, respectively. Then

a(G) ≤ k(G) ≤ η(G).

In this thesis, algebraic connectivity is used to determine connected and isolated
components in radio network, and to measure graph robustness through its connec-
tivity.
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2.3 Primer on UDN Specifications

As stated in [2], 5G small cells deployment in the 6-30 GHz band centi-meter Wave
(cmWave) with a 500 MHz carrier bandwidth can provide hundreds ofGb/s/km2 for
2025 and beyond. A 5G small cells deployment in up to 100 GHz bands milli-meter
Wave (mmWave) with 2 GHz carrier bandwidth can provide several Tb/s/km2 for
2030 and beyond. For both the cmWave and mmWave deployments, an inter-site
distance of 50-100 m can provide full coverage and satisfy the required capacity, de-
pending on the environment. Dedicated indoor small cell deployments are needed
to satisfy indoor capacity requirements beyond 2020. METIS test case 2, the Madrid
case is deployed with a macro layer having an inter-site distance (ISD) of 250 m and
the small cell layer varying between 50, 75, and 100 m ISD [2] [4].

In the efforts of calculating computational power in different types of BSs authors
in [41] discussed the computation power ratio increase with the increased number
of antennas. Moreover, the computation power ratio of small cell BS is always larger
than the computation power ratio of macro cell BS. Based on the results of simula-
tion, the computation power ratio increases with the increase of bandwidth. When
millimeter wave technology is adopted, the computation power ratio of small cell
BS is obviously larger than 50%.

Pin = Ntrx.(Pstat + Pdyn) (2.1)

Pdyn = ConversionFactor.Load (2.2)

Equation 2.1 calculates input power required for a BS with number of Transceivers
(TRX) equals Ntrx, static power per TRX Pstat, and dynamic power per TRX Pdyn.
Pdyn in Equation 2.2 is dependent on BS’s Load and UE distances expressed in
ConversionFactor, it includs the node’s computational power which is expected
to be higher in small cells compared to macro BSs [41].

Small cells include femtocells of radius up to 100 m, pico cells of radius up to
200 m, in comparison with macro cells of radius up to 1km. The population of small
cells is expected to be 100 millions with 500 millions UE in 2020. The power con-
sumption of femto cell now between 5 - 10 W, and 20 - 50 W for Pico cells. The 100
million small cells in 2020 will consume 4.4 TWH assuming 5 W consumption per
cell, about 5% increase on top of current networks energy consumption [2] [4].

To improve the energy efficiency of 5G networks with integarted small cells, joint
optimization schemes and algorithms should be developed to save computation and
transmission power at the Base Band Units (BBUs) and Radio Frequency (RF) chains
together as illustarted in Figure 2.3. Authors in [42], breakdown the power con-
sumption in BSs, the power consumption depends on the traffic load; it is mainly
the Power Amplifier (PA) consumption that scales down due to the reduced traffic
load. They found in macro BSs that 55%-60% of BS’s total power consumption at full
load is consumed in PA which depends on traffic demand, whereas for low power
small cells the PA power consumption has less impact which is around 30% of the
total.
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FIGURE 2.3: Block Diagram of BS Hardware Blocks [42]

As a summary of discussed types of BSs (macro, pico, femto) and their specifica-
tions (Power consumption, ISD, BS configuration), Table 2.1 shows the BSs specifi-
cations derived from LTE systems literature.

TABLE 2.1: BS Power Consumption in LTE Systems with 10MHz
Bandwidth and 2X2 MIMO [42] [43]

BS Type NTRX
Input PWR (w)

per TRX
Radius (m)

Max
Tx power

(dBm)

Macro 6 225 500 43

Pico 2 7.3 100 21

Femto 2 5.2 50 17

On network densification, authors in [11] stated that an operator can deploy
around 1000 macro cells for covering a city of a few million inhabitants. And it
is expected within the next few years there can be around 100 small cells underly-
ing each macro cell coming from indoor and outdoor small cells; outdoor small cells
number can be 2-10 per macro BS in areas of low to considerably high traffic; but,
the number can even reach 100 in ultra-high traffic areas [2] [4].

The expected huge number of small cells combined with macro BSs makes 5G net-
works of complex nature, thus it is required to have new methods for modeling 5G
UDN using graph theory, and to put more focus on energy saving efforts.
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Chapter 3

METHODOLOGY

3.1 Network Model

In this thesis, a radio NEtwork mOdeling algorithm (NEO) is designed for 5G UDN
simulation. A hierarchical mobile radio network topology is built using Matlab, it
is illustrated by a graph of four layers: core nodes, aggregation nodes, Macro Base
Stations (MBS), and Small Cells (SC). SCs in this project are considered as Pico cells,
the unlicensed SCs (Femto cells) are not included in this model as they are expected
to be plug and play low power cells operated by end user [27] [28].

Core nodes are composed of few nodes representing MME/S-GW nodes, and in-
terconnected by high capacity bi-directional links in mesh connectivity for very high
availability which reflects actual mobile operators topology as presented in Figure
3.1. Aggregation nodes are MBSs combined with hub transmission equipment used
to aggregate traffic from clusters of MBSs and SCs of random sizes, each aggrega-
tion node is connected to all core nodes and to the two closest aggregation nodes for
redundancy by high capacity bi-directional links.

MBSs and SCs are radio edge nodes used for radio coverage, SCs have less power
consumption and coverage area compared to MBSs [40] [42] [43]. Moreover, in this
model each SC cluster coverage is overlapped by a MBS coverage [23]. SC clus-
ters are connected to core network through randomly selected MBS or aggregation
nodes. Connection links of MBS and SCs to aggregation nodes are of medium ca-
pacity and all links are bi-directional.
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FIGURE 3.1: 5G Network Illustration

The Network Model consists of randomly generated network diagram of 2000
radio nodes, 100 of the total nodes are MBS of three sectors and two TRXs per sec-
tor (3*2), 10% of the MBSs are aggregation nodes that provide nodal connection for
MBS/SC clusters. The remaining number of total nodes which is 1900 are SCs with
omni-directional antennas and two TRXs, number of core nodes is assumed to be 4
MME/S-GW nodes.

NEO distributes MBSs in clusters of random number of (9-15) nodes served by
one aggregation node, while number of SCs per MBS is (6-50) distributed over 100
SC clusters as illustrated in Figure 3.2. Randomization of number of SCs and MBSs
per cluster helps to design a variable and un-biased network model where number
of nodes depends on the geographical area and users density per km2.
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FIGURE 3.2: Illustration of a Small Cell Cluster [44]

Network model coding and simulation is performed through Matlab. Figure 3.3
displays a random run of NEO. Figure 3.4 displays a zoomed-in view for the radio
network, the model generated is used as input for the power saving algorithm.

The network is represented in a Graph G using Graph theory. G = (V,E), where
V : Vertices represent core and radio nodes, and E: Edges represent backbone links
between nodes. Edges are weighted, the weight reflects how important is the link
for connecting two nodes expressed by link load.

The Graph G is un-directed which enables traffic flow in both directions. The
Vertices and Edges have a pre-set maximum capacity values. The maximum capac-
ity for node i is Cimax. The maximum link capacity of a link connecting between
node i and node j is Cijmax. Those maximum capacity parameters are used as lim-
iting boundaries for the random traffic distribution function over the network.
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FIGURE 3.3: Nodes and Edges Representation for a Random Run of
NEO

FIGURE 3.4: A Random Run of NEO/ Zoom-in

The load on Vertices and Edges is randomly distributed using uniform distribu-
tion that is bounded between (30% - 90%) of maximum capacity for MBSs, and (30%
- 70%) for SCs, these boundaries help achieve a load optimized radio network de-
sign. The maximum capacity of a (3 sector * 2 TRX) MBS/aggregation node Cimax
is assumed 10 times the maximum capacity of a (1 sector * 2 TRX) SC Cjmax.

Similarly the load on Edges between nodes equals the load on their connected
Vertices, the load on Edge connecting between aggregation node cluster and core
nodes equals total traffic coming from MBSs and SCs under this cluster divided by
number of Edges connecting the cluster to core nodes. Edges are dimensioned to
carry the full capacity of connected nodes.
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Node’s utilization percentage is a measure to reflect node’s load to its capacity,
it is calculated for all nodes under Graph G, node’s utilization will be an important
input for Power Saving Algorithm. Figure 3.5 illustrates radio node’s load and uti-
lization in simulation model, from the figure it is clear that MBSs have utilization
between (30% to 90%) while SC’s utilization is between (30% to 70%) as required by
design above. MBS node’s size reflect BS’s load which is greater than SCs as shown
in the figure.

FIGURE 3.5: Network Utilization and Load Before Power Saving. Y-
axis represents base station utilization, nodes’ size represents base

station traffic volume.

Power consumption on node i (Pi) is much greater on MBSs than SCs, this
comes from the fact that SCs can be installed without cooling. Besides SCs oper-
ate in high capacity but short distances which reduces required signal transmitted
power [40] [42] [43].

The total power consumption for a (3 * 2) MBS or aggregation node is assumed
to be 1200 watt at full load as shown in Table 3.1. The static power consumption is
asumed 80% of the total power, the remaining 20% is for dynamic power consum-
pion in digital unit. In a (1 * 2) SC, the total power consumption is assumed to be
20 watt at full load as shown in Table 3.1, 40% of the total is for static power and
the remaining 60% is for dynamic power. Dynamic power consumption is directly
proportional to node’s load and reaches its maximum value at full load [42] [43].
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Power consumption on edge connecting between node i and node j is Pij, which
consists of static and dynamic parts, dynamic power consumption on edges is also
directly proportional to link’s load. Although both node and link power savings will
be considered, it is assumed that power consumption on nodes is much greater than
power consumption on links as shown in Equation 3.1 [14]:

Pi >> Pij (3.1)

Total power consumption values on links used in Network Model are assumed:
100 watt between core nodes, 70 watt between aggregation nodes and core or on
aggregation nodes ring, 50 watt between aggregation nodes and MBSs, 10 watt be-
tween MBSs and SCs.

More parameters and design values are listed in Table 3.1, these parameters are
used in own Network Model derived from literature values in Chapter 2 .

TABLE 3.1: Network Model Parameter Values

Properties
Cell Type

Macro Pico Femto
Power 43dBm 30dBm 20dBm

ISD (m) 500 100 50

Deployment outdoor
Indoor &
Outdoor

Indoor

Installation By operator By operator operator, end user
Cost Expensive Medium Cheap

Frequency Band 2GHz
cm-wave/
mm-wave

mm-wave

Capacity High Very High Very High

Antenna
3 sectors

of 2 TRX each
Omni directional

2 TRX
Omni directional

1TRX
Total Input Power (w) 1200 20 5

Portion of Pstat at full load 80% 40% 40%
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3.2 Problem Formulation

This research considers putting partial parts of MBSs in sleep mode during daily op-
eration by deactivating number of TRXs depending on traffic demand using power
saving mode on nodes. This saves from the static power of MBSs. On the other hand,
SC BS as a whole node will be put in power saving mode depending on its utiliza-
tion, thus saving its static power. However, SC’s load will be migrated to its covering
upper node (MBS or aggregation) while capacity constraint is not exceeded. This im-
plies a slight increase in dynamic power consumption for the migrated traffic from
SC to MBS due to the increased signal transmission distance [4], but the total power
consumption should decrease as will be explained in this section.

Power saving on edges happen only when a SC is put in power saving mode,
then the static power consumed on connecting Edge is saved. None of the Edges
connecting between MBSs to core network or Aggregation ring is allowed to be in
power saving mode, this is vital to keep network connected.

Dynamic power consumption on MBS, SCs and their links is proportional to their
carried traffic, Dynamic power for each type is calculated by multiplying the unit
load values with normalization factor to compute dynamic power consumption in
watt. The normalization factors α, β and γ are for MBSs, SCs, and Links, respectively.

While turning off nodes, the following constraints should be maintained:

1) Radio coverage-hole avoidance.
2) Network connectivity.
3) User demanded QoS.
4) Radio node capacity limitations.

Data mining in real networks should be automatically run on centralized Opera-
tions and Maintenance System fed by traffic statistics from network nodes and links
periodically (24H/7Days).

Below equations formulate the power calculations in watt. Equation 3.2 is used
to calculate the total power consumption in radio node i. Equations 3.3 and 3.4 are
used to calculate power consumption in MBS and SC nodes, respectively. Power
consumption on backbone link connecting between node i and node j is calculated
in Equation 3.5. Equation 3.6 is used to calculate the total power consumption in N
radio nodes and n backbone links.

P (i) = (Pstat(i) + Pdyn(i)) (3.2)

PMBS(i) = (Pstat(i) + (α ∗NodeLoad(i))) (3.3)

PSC(i) = (Pstat(i) + (β ∗NodeLoad(i))) (3.4)

P (i, j) = (Pstat(i, j) + (γ ∗ LinkLoad(i, j))) (3.5)
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Ptot =

n∑
(i,j)=1

(xi,j ∗ P (i, j))

+

N1∑
i=1

(yi ∗ PMBS(i))

+
N2∑
i=1

(yi ∗ PSC(i))

(3.6)

N = N1 +N2 (3.7)

where,

N1: number of macro node.
N2: number of small cells.
P (i): power consumption on node i.
P (i, j): power consumption on link between node i and node j.
Pstat: static power.
Ptot: total power consumption from nodes and links.
xi,j : equals 1 if link i,j exists.
yi: equals 1 if node i exists.

The Value of α is at worst case (equals 24) when MBS transmits at maximum dy-
namic power for users located on long distances, and at best case (equals 12) when
UE is very close to MBS similar to SCs normalization factor β.

To calculate the value of β consider a SC with input power = 20 watt, the portion
of Pstat at full load taken from Table 3.1 equals 40%, so the dynamic power consumed
at one SC is 60%∗20watt = 12watt, the full load assumed in the model for SC is 1 unit
value, using Equation 3.4 the value of β =

Pdyn

UnitLoad = 12
1 = 12. Similarly, to calculate

worst case value of α, consider a MBS with total input power equals 1200 watt and
full load equals 10 units, the portion of Pstat at full load taken from Table 3.1 equals
80%, then the dynamic power consumed at one MBS is 20% ∗ 1200watt = 240watt,
using Equation 3.3 the worst case value of α =

Pdyn

UnitLoad = 240
10 = 24. The value of

γ can’t be directly derived from network parameters and hence is approximated in
the range between β and α.

α = 24
β = 12
γ = 15

Node utilization is the entry criteria for power saving algorithm, several meth-
ods will be used in test scenarios for node selection method in which algorithm
determines which node to start putting in power saving mode as long as relative
maximum capacity constraint is not exceeded.

Power saving mode on MBSs is assumed to reduce node’s static power consump-
tion by a maximum of 70%, the minimum maintained power consumption of 30% is
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to guarantee node radio coverage continuity for low user traffic demand. If MBS’s
utilization exceeds 30% then node static power is assumed proportional to node’s
(load/capacity). For simplicity, static power reduction is assumed a continuous
function; however, in real networks this function is discrete and depends on number
of TRXs per node. On the other hand, in SC power saving, if algorithm determines
a node to be in power saving mode, then it will remove the node and its connecting
edge from the network graph. This reduces total network static power consumption
coming from SC and its connecting edge.
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3.3 Energy Management Algorithm

This thesis proposes a novel energy Saving algoriThm for 5G utrA-dense netwoRk
(STAR5). STAR5 aims to maximize power saving by optimizing radio network
power-off and power-on procedures. Load Factor LF is a variable used in net-
work model to variate the traffic demand over time on daily bases. At low traffic
time, the algorithm assumes that network load is uniformly reduced to 30% of initial
randomly-generated traffic profile "LF = 0.3" for all radio nodes, STAR5 relies on
two inputs to determine the power saving mechanism: node type and node utiliza-
tion. It can be split into two parts: Power-off procedure, and Power-on procedure.

3.3.1 Power-Off Procedure

In Power-off procedure illustrated in Flow Chart shown in Figure 3.6, the logic of
STAR5 works as following: if node utilization is less than 70%, power saving on the
processed node is activated based on its type, for SCs to put in power saving mode
the algorithm checks nearest MBS which provides umbrella coverage to SC area, if
the MBS utilization will not exceed 70% when taking over the SC traffic, then SC will
be put in sleep mode, algorithm will then migrate SC traffic to the nearest MBS, and
re-calculate the power consumption and load distribution in network. In SC power
saving, it is the static and dynamic power of SC that are saved, the increase in dy-
namic power due to traffic migration from SC to MBS is calculated in MBS dynamic
power as shown in flow chart in Figure 3.6.

While node utilization is less than 70%, if the node is MBS or aggregation macro
node, TRX sleep mode is activated based on node utilization plus 5% to avoid ping-
pong effect, a minimum capacity of 35% is guaranteed when node utilization is be-
low 30% so MBS can never be completely powered-off, this is to guarantee radio
coverage continuity. If node utilization is more than 30%, an extra 5% capacity over
node utilization is guaranteed. Here in this procedure, I assumed that dynamic con-
trol of TRX capacity on MBSs is technically possible. In MBS power saving, we save
in static power coming from non-utilized TRXs, no change on dynamic power con-
sumption. Then optimization algorithm will re-calculate the power consumption
and nodes utilization.

If node utilization of both node types is bounded between (70%-90%), power
saving is skipped on those loaded sites to avoid running network over 70% utiliza-
tion which is a critical point in mobile networks.

For nodes which are running with utilization equals or more than 90%, algorithm
activates power-on procedure on those nodes depending on their type, more details
in Power-on procedure description section.

STAR5 executes in a loop equals the number of radio nodes in the network, at
each iteration it passes over the above-mentioned filters which are designed to guar-
antee a very controlled power saving procedure to keep continued network con-
nectivity and avoid disconnected components, it also prevents any node/edge from
being overloaded due to power saving procedure.



32 Chapter 3. METHODOLOGY

FIGURE 3.6: Flow Chart of STAR5/ Power-off
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3.3.2 Power-On Procedure

In Power-on procedure illustrated in Flow chart in Figure 3.7, STAR5 is only acti-
vated in case the selected node’s utilization equals or exceeds 90%, and the logic
works according to node type as following: if node type is SC then Power-on algo-
rithm tries to activate full capacity of TRXs on covering MBS provided the MBS is in
power saving mode, algorithm keeps load on SC as minimum as 50% of maximum
SC capacity and re-allocates the remaining load to MBS, then it calculates load, uti-
lization and power consumption in the processed nodes. Else, if MBS is not in power
saving mode, algorithm activates nearest SC in the same cluster which is in power
saving mode to offload processed SC. The load which is kept on processed SC is
50% of its capacity, remaining is assigned to powered on SC. Then load distribution,
utilization and power consumption is calculated again.

If node type is MBS, then algorithm activates MBS’s full capacity if it was set in
power saving mode, else it activates a number of underlying SCs if any in power
saving mode to offload covering MBS. Number of SCs required is calculated to of-
fload MBS to 50% of its capacity, then algorithm loads powered on SCs with 50% of
their capacity. Additionally, load distribution, node utilization and power consump-
tion are re-calculated.

FIGURE 3.7: Flow Chart of STAR5/ Power-on
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3.3.3 Power Saving Calculations

The saved power is calculated from the differences in power consumption between
Graph H for all nodes N and all edges n before power saving, and Graph H1 for all
nodes N1 and all edges n1 after power saving. Equations 3.8 and 3.9 calculate dy-
namic and static power consumption, respectively, for node i in GraphH . Equations
3.10 and 3.11 calculate dynamic and static power consumption, respectively, on link
(i, j). Similarly Equations 3.12 - 3.15 do the same above calculations but for Graph
H1.

Pndyn =
N∑
i=1

Pdyn(i)

=
N∑
i=1

(H.Nodes.DynNodePower(i))

(3.8)

Pnstat =
N∑
i=1

Pstat(i)

=

N∑
i=1

(H.Nodes.StaticNodePower(i))

(3.9)

PLdyn =
n∑

(i,j)=1

Pijdyn

=
n∑

(i,j)=1

(H.Edges.DynLinkPower(i, j))

(3.10)

PLstat =

n∑
(i,j)=1

Pijstat

=
n∑

(i,j)=1

(H.Edges.StaticLinkPower(i, j))

(3.11)

Pndyn1 =

N1∑
i=1

Pdyn1(i)

=

N1∑
i=1

(H1.Nodes.DynNodePower(i))

(3.12)

Pnstat1 =
N1∑
i=1

Pstat1(i)

=

N1∑
i=1

(H1.Nodes.StaticNodePower(i))

(3.13)
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PLdyn1 =
n1∑

(i,j)=1

Pijdyn1

=
n1∑

(i,j)=1

(H1.Edges.DynLinkPower(i, j))

(3.14)

PLstat1 =

n1∑
(i,j)=1

Pijstat1

=

n1∑
(i,j)=1

(H1.Edges.StaticLinkPower(i, j))

(3.15)

The dynamic power consumption on edges is assumed constant before and after
power saving i.e Pijdyn = Pijdyn1. This is because the load and γ are not changing,
then saving can be calculated by taking the difference in power consumption before
and after running STAR5 as shown in Equations 3.16 and 3.17 as:

Saving = (Pndyn − Pndyn1)
+ (Pnstat − Pnstat1)
+ (PLstat − PLstat1)

(3.16)

Saving% =
Saving

Pndyn + Pnstat + PLstat
∗ 100 (3.17)
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Chapter 4

PERFORMANCE EVALUATION

4.1 Simulation Parameters

Several experiments were developed to test the performance and robustness of NEO
and STAR5. Experiments tested the different BS selection methods for the power
saving algorithm, network load conditions and different utilization plans. Other ex-
periments focused on node type distribution among total nodes, tested the dynamic
power variation impact due to varied users distance from MBSs, and measured net-
work connectivity before and after power saving.

4.1.1 Experiment 1: BS Type and Distribution

While fixing node selection method at minimum weighted degree centrality, traffic
distribution at off-peak traffic profile, and network type at utilized networks, the
variation impact of the following parameters is tested:

• Scenario 1.1: Changing the number of SCs at fixed number of MBSs (100 MBS).

• Scenario 1.2: Changing the number of total nodes with fixed MBS’s percentage
(10%).

• Scenario 1.3: Changing the MBS’s percentage (10% - 70%) while fixing total
number of nodes at (2000 nodes).

4.1.2 Experiment 2: Network Utilization

In this experiment the proposed algorithm is verified at different network utilization
conditions which reflect different types of radio network capacity planning:

• Scenario 2.1: Comfortable Networks
In this network type, modeling algorithm distributes load over network BSs
at peak time randomly with a maximum utilization boundaries equal 90% of
MBS’s maximum capacity, and 70% of SC’s maximum capacity, with a very
low minimum limit of 1%.

• Scenario 2.2: Utilized Networks
In this network type, the algorithm uses boundaries for the load distribution
on network BSs between (30% - 90%) of maximum MBS’s capacity, and (30% -
70%) of maximum SC’s capacity at peak time, which reflects more utilized and
planned network deployments.
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4.1.3 Experiment 3: Load Factor Impact

STAR5 is verified under different traffic load conditions, which reflect the traffic
demand variation between peak and off-peak times during the day:

• Scenario 3.1: Peak Traffic Profile
This reflects full load condition which is randomly generated from NEO at
peak time.

• Scenario 3.2: Off-Peak Traffic Profile
It reflects the time when load is 30% of the initial peak traffic.

• Scenario 3.3 The 50% Traffic Profile
It reflects the time when load is 50% of the initial peak traffic.

• Scenario 3.4: The 70% Traffic Profile
It reflects the time when load is 70% of the initial peak traffic.

In each traffic profile case above, LF is multiplied by the original load dis-
tribution at peak time on all nodes in the network to achieve the target load
distribution, uniform load reduction is assumed over the network.

4.1.4 Experiment 4: Dynamic Power Compensation

The different values ofα reflect how much compensation in dynamic power is needed
to move traffic from SC to MBS, the compensation factor is the difference between
α and β calculated by (α − β). Differences come from the fact that not all mobile
stations are at the same distance from MBS thus different transmission power levels
required to serve users at different distances from the BS [4].

Power saving algorithm is tested at different values of α while fixing β value. α
is the parameter for dynamic power transmission control, and it is tested with the
following values: (12, 16, 20, 24) in this model, where 12 is the best case value when
UE is close to the BS and 24 is the worst case value when UE is far from the BS (please
refer to Section 3.2 for more details).

4.1.5 Experiment 5: BS Selection Method

In this experiment, STAR5 is examined using different BS selection methods, the
node selected in this criteria is used as input for power saving algorithm, this process
is iterative till all nodes are checked, the following methods tested:

• Scenario 5.1: BS Load
Algorithm in each iteration chooses the node according to its load to apply
power saving procedure till it passes over all network nodes.

• Scenario 5.2: Minimum Weighted Degree Centrality
The ’degree’ is a centrality measure for a graph and is based on the number
of edges connecting to each node. When using ’Importance’ option with edge
weights, then the algorithm uses the sum of the edge weights rather than the
number of connecting edges [15]. This method selects the node based on mini-
mum weighted degree on nodes which reflects load flow over network edges.
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• Scenario 5.3: Node Degree Centrality
Algorithm selects the node according to degree centrality without using weight
function: the number of edges without considering the weight on these edges.

• Scenario 5.4: Random Selection of Nodes
In this method algorithm selects the node randomly without any preference
till it passes over all network nodes.

In all of the above scenarios, graph node’s/edge’s properties such as load, uti-
lization, power consumption, and centrality are dynamic values and updated in each
iteration once there is a change on their values coming from power saving proce-
dure; such changes happen due to traffic migration or node removal from graph
when putting SC in sleep mode. Thus each iteration will have an updated graph
parameters to be used as input to the selection method.

4.1.6 Experiment 6: Network Connectivity

Connectivity is an important measure in mobile wireless networks, a connected net-
work implies connected radio coverage according to radio design. The number of
zero-valued eigenvalues of the Laplacian matrix is equal to the number of connected
components in the graph G.

The algebraic connectivity or the second smallest eigenvalue of the Laplacian
matrix of a network graph G, is widely studied in the literature due to its importance
for the connectivity, it is a basic measure of the robustness of the graph. Literature
in [18] showed that the algebraic connectivity measures stability and robustness of
the network graph. A network is more robust when the algebraic connectivity of the
network is larger.

Algebraic connectivity > 0 if and only if G is a connected graph [16].
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4.2 Simulation Results

4.2.1 Experiment 1: BS Type and Distribution

Scenario 1.1: Variation of SCs Impact

With fixing the following simulation parameters, the impact of varying the number
of SCs in the network on power saving percentage is tested while fixing the number
of MBSs:

• Node selection method is Minimum Weighted Degree Centrality.

• Number of MBSs is fixed at 100 nodes.

• Network type is Utilized Network.

• Off- Peak traffic profile.

• α = 24 (worst case value, more details on section 3.2)

FIGURE 4.1: Power Saving vs. Number of SCs

There is a noticed decrease in power saving percentage when increasing the
number of SCs while fixing the number of of MBSs as summarized in Figure 4.1.
This behavior can be explained due to the fixed number of MBSs, as the power sav-
ing algorithm requires MBSs with utilization below 70% to absorb the traffic from
under-laid SCs that will be put in power saving mode.

Scenario 1.2: Total Number of Nodes Impact

With fixing the following simulation parameters, the impact of varying the total
number of nodes in the network (network size) on power saving is tested:

• Node selection method is Minimum Weighted Degree Centrality.

• Number of MBSs is 10% of total number of nodes.
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• Network type is Utilized Network.

• Off- Peak traffic profile.

• α = 24 (worst case value, more details on section 3.2)

FIGURE 4.2: Power Saving vs. Total Number of BSs

There is a slight decrease in power saving percentage while the total number of
nodes increases as can be seen in Figure 4.2. This can be explained as the number
of MBSs (10% of the total) may not be enough in large networks to absorb the traffic
coming from all underlaid SCs that will be put in power saving mode.

Scenario 1.3: Percentage of MBSs Impact

With fixing the following simulation parameters, the impact of varying the percent-
age of MBSs in the network on power saving is tested:

• Node selection method is Minimum Weighted Degree Centrality.

• Total number of nodes is 2000 nodes.

• Network type is Utilized Network.

• Off- Peak traffic profile.

• α = 24 (worst case value, more details on section 3.2)
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FIGURE 4.3: Power Saving vs. Percentage of MBSs

In general power saving algorithm is giving saving ratio above 57% at all tested
MBS percentage points, and it maximizes when MBS ratio is 40% as we can see in
Figure 4.3.

4.2.2 Experiment 2: Network Utilization

Different network types imply different behavior on power saving algorithm, with
fixing the following simulation parameters, the variation impact of network planing
and utilization on power saving algorithm is tested:

• Node selection method is Minimum Weighted Degree Centrality.

• Number of MBSs is 100 nodes.

• Total number of nodes is 2000 nodes.

• Off- Peak traffic profile.

• α = 24 (worst case value, more details on section 3.2)
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FIGURE 4.4: Power Saving vs. Network Type

More comfortable network planning results in more power saving potential as
displayed in Figure 4.4. This makes sense as in comfortable network planning there
is more spare resources available and not utilized for the same number of users com-
pared with utilized planning.

4.2.3 Experiment 3: Load Factor Impact

Different daily load demand levels result in different behaviors in response to power
saving algorithm, with fixing the following simulation parameters, the impact of LF
variation on power saving is tested:

• Node selection method is Minimum Weighted Degree Centrality.

• Number of MBSs is 100 nodes.

• Total number of nodes is 2000 nodes.

• Network type is Utilized Network.

• α = 24 (worst case value, more details on section 3.2)
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FIGURE 4.5: Power Saving vs. Load Factor

Variation in network traffic demands during the day directly impacts saving ratio
as what Figure 4.5 obviously tells, this means at low traffic times more savings can
be achieved. Load variation happen in daily, weekly, and monthly basis according
to network traffic profile during the year.

4.2.4 Experiment 4: Dynamic Power Compensation

Different distance levels of UEs from MBSs result in different behaviors in response
to power saving algorithm, with fixing the following simulation parameters, the
variation impact of α value on STAR5 is tested:

• Node selection method is Minimum Weighted Degree Centrality.

• Number of MBSs is 100 nodes.

• Total number of nodes is 2000 nodes.

• Network type is Utilized Network.

• Off- Peak traffic profile.
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FIGURE 4.6: Power Saving vs. Alpha Value

As the value of α increases, the power saving ratio slightly decreases as shown
in Figure 4.6. This variation comes from the required dynamic power compensation
to re-allocate traffic from SCs to MBSs (please refer to Section 3.2 for more details).

4.2.5 Experiment 5: BS Selection Method

As discussed earlier, the proposed power saving algorithm is applied in a random
or specific order of selected nodes to put in power saving mode. However, the max-
imum power saving depends on BSs selection order. In this experiment, different
node selection methods that are used as input to the power saving algorithm are
tested, with fixing the following simulation parameters:

• Total number of nodes is 2000 nodes.

• Number of MBSs is 100 nodes.

• Network type is Utilized Network.

• Off- Peak traffic profile.

• α = 24 (worst case value, more details on section 3.2)
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FIGURE 4.7: Power Saving vs. Node Selection Method

Most of the tested methods are performing good in general as concluded from
Figure 4.7, but Maximum Node Degree Centrality method is the one which gives
the maximum power saving at both peak and off-peak time. From results analysis
STAR5 outperforms the results of the best in class optimization algorithms men-
tioned in related work, our algorithm was able to achieve 60% in off-peak time and
21% in peak time while satisfying desgin constraints.

4.2.6 Experiment 6: Network Connectivity

Network connectivity verification using algebraic connectivity tests is performed
on graph H before power saving and graph H1 after power saving, the following
simulation parameters used to generate graphH and to run power saving algorithm:

• Total number of nodes is 2000 nodes.

• Number of MBSs is 100 nodes.

• Network type is Utilized Network.

• Node selection method is Maximum Node Degree Centrality.

• α = 24 (worst case value, more details on section 3.2)

Figure 4.8 presents the first six values of graph’s Laplacian matrix eigenvalues
(Graph Spectrum), as the Algebraic Connectivity represented in the second eigen-
value is > 0, we conclude that the graphs (before power saving ’H’, and after power
saving ’H1’) are connected graphs.
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FIGURE 4.8: Graph Eigenvalues Before and After Power Saving

The algebraic connectivity is shown in Figure 4.9, the more the value of algebraic
connectivity the more the stability and robustness of graph. The algebraic connec-
tivity of the modeled network is greater than zero before and after power saving,
which means network connectivity is guaranteed according to design constraints.
Moreover, the algebraic connectivity increased after power saving, this is an ex-
plained behavior because network size decreased and layout became more robust
with smaller network nodes distribution and more compact layout as plotted in Fig-
ure 4.10 [18].

FIGURE 4.9: Algebraic Connectivity Before and After Power Saving
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FIGURE 4.10: Network Layout after Power Saving
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4.3 Discussion

From simulation results, we conclude that STAR5 is performing well in different
network conditions, and it is robust against the different methods used to run this
algorithm.

NEO is dynamic and scalable, which gives the flexibility to optimize radio net-
work parameters according to the desired network size, BS utilization, traffic con-
ditions, BSs density, distance between UE and BS represented by α and β factors,
maximum capacity and power consumption for the cell, and many other optimiza-
tion parameters.

STAR5 is considering saving from both types of radio nodes in this model: MBSs,
and SCs. It saves static power in MBSs as it is a major contributor in power consump-
tion from specifications. in SCs the algorithm saves static power on both SC and its
connecting Edges provided that utilization constraints are not violated.

STAR5 is taking into consideration the compensation in dynamic power when
re-allocating SC’s traffic to MBS to compensate for the increased transmission power
requirements due to increased distances between UE and new MBS. This compen-
sation can result in negative savings in dynamic power but the total result including
static power is positive saving.

STAR5 guarantees that nodes with utilization exceeds 70% should not be put in
sleep mode. On the contrary, if a node when checked during power saving process
found with utilization exceeding 90%, the power-on algorithm tries to help it by ac-
tivating nearest nodes if any were in sleep mode "Fairness Problem" according to
what has been described in power-on algorithm description. This results in non of
the BSs has utilization exceeding its capacity limitation after power saving as plotted
in Figure 4.11.
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FIGURE 4.11: Network Utilization and Load After Power Saving. Y-
axis represents base station utilization, nodes’ size represents base

station traffic volume.

Network layout after power saving is shown previously in Figure 4.10, SCs put
in power saving mode are removed from graph with their edges. However, MBSs
are kept in the graph because they are put partially in power saving mode with a
minimum guaranteed capacity of 30%.

STAR5 shows high efficiency, it was able to achieve up to 20% power saving in
peak traffic time, and up to 60% in off-peak time. Detailed power saving (dynamic
and static) in watt from both nodes and links is summarized in Figure 4.12. Saving
in off-peak compared to peak time is represented in Figure 4.13.
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FIGURE 4.12: Detailed Power Saving using Max. Degree Method

FIGURE 4.13: Saving Percentage using Max. Degree Method

Beside their efficiency, NEO and STAR5 are robust and satisfy the design con-
straints. One of the important constraints is network connectivity. Network connec-
tivity through algebraic connectivity was discussed in section 4.2.6. The network is
guaranteed connected and then no coverage-holes are expected or allowed. Putting
BSs in power saving mode didn’t impact the network connectivity, it made network
more robust which is reflected in the increased value of algebraic connectivity.

As STAR5 is able to put huge number of SCs in power saving mode depend-
ing on traffic demand, frequency recycling from SCs put in power saving mode is
possible to other SCs which have growing traffic or to increase the available band-
width on target cells. This thesis work doesn’t go deep in frequency planning and
assignment, this part is left to the available frequency planning tools and for future
improvements on STAR5.
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STAR5 works on a centralized machine connected to mobile network and fed
by statistical reports in periodic intervals. The algorithm runs each time it receives
updated input from network. As this is a centralized method the computational
time plays important role so that the results of the power saving algorithm should
be close to real time and the output should reflect the realistic network status. The
complexity of the code O(f(N)) is O(n) where f(N) is a linear function. The size
of input can be the number of non-zero elements in incidence matrix, the number of
vertices or the number of edges or some combination of both [15].
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Chapter 5

Conclusions and Perspectives

The main part of this thesis proposed a novel algorithm to improve energy efficiency
in ultra-dense future 5G networks. The algorithm designed for multi-layer radio
network and works in cooperative way between radio layers. Cellular network was
modeled as a graph to simplify algorithm complexity, the graph connectivity is an
important measure for network radio coverage continuity.

In the last years, the issue of energy efficiency has become one of the main con-
cerns for both the industries and research community, because of its promising eco-
nomical benefits and of its expected environmental impact.

5.1 Conclusions

This thesis discussed the demands and expectations from next generation 5G net-
works such as higher data rates, reduced latency for critical applications, reduced
power consumption in network and handsets, and the improved security and QoS.
The key drivers for researchers towards 5G evolution is the foretasted exponential
rise in Smart Phones and mobile broadband usage coming from growing number of
subscribers and IoT applications, beside the increased usage of internet applications
and social media. 5G RAN will be an integrated technology of evolved multiple co-
operating RATs.

Furthermore, 5G networks will consist of multiple tiers of heterogeneous net-
works (HetNets). The architecture of the 5G RAN systems will consist of MBSs and
SCs (i.e. micro cell, pico cell, femto cell, relay and device to device (D2D)) based
communication tiers, each could be of different RATs. Marco cells are used in rural
and suburban areas, integrated SCs are used in urban and dense urban areas. In
dense urban areas ultra-dense SCs are considered a key enabler for 5G, with this ex-
pected densification the importance of energy saving in UDN networks rises. This
thesis considered a cooperative energy saving approach between MBS and SC layers
beside the saving achieved from backbone network.

Thesis work also discussed the increased interest of using graph theory in deal-
ing with mobile networks. As 5G networks are expected to be multi-layer, multi-
RAT, ultra-dense networks, this makes dealing with such complex networks using
previous methods a hard problem. To simplify the problem, 5G network was mod-
eled using graph theory, analysis was done on a sample model of randomly gener-
ated 2000 nodes making a weighted and un-directed graph, the weight represents
traffic flow over backbone network. Network model is of multi-layers consisting of
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Aggregation nodes, MBSs, and SCs. Graph theory usage simplified problem com-
plexity to linear equation, and enabled the usage of graph properties to optimize
network and investigate its properties such as centrality measures and algebraic con-
nectivity.

There were several simulation parameters considered in the experiments per-
formed to validate algorithm efficiency and effectiveness. The algorithm was run
using different node selection methods in its iterations. Maximum node degree
method showed the best performance in both peak and off-peak hours. Results
also showed more saving in comfortable network designs than more utilized net-
works. Saving is inversely proportional to LF ; the increase in hourly load implies
a decrease in power saving percentage. The value of α which represents the rela-
tion between dynamic power consumption and UE distance from BS’s antenna can
slightly impact power saving ratio in such UDN environment. The ratio of SCs and
MBSs, together with network size impact the achieved power saving. It is noted that
most of static power consumption is coming from the MBSs which transmit over
large areas and apply advanced radio technologies such as MIMO, thus 5G requires
advancement in MBS design to reduce its power consumption. Network connectiv-
ity and robustness was measured and guaranteed using algebraic connectivity. The
proposed algorithm was able to achieve savings up to 60% in off-peak hours and
21% in peak time.

In a nutshell, results showed robust and efficient algorithm design with power sav-
ing ratio up to 60% during off-peak time. Algorithm guarantees design constraints
which are network connectivity and coverage-hole avoidance, subscriber perceived
QoS and data rates, and BSs capacity limits.

5.2 Perspectives

The work in this thesis can be extended in future to include the following research
topics, which were not covered in this thesis due to lack of time:

• Frequency Recycling
Frequency recycling could be achieved after power saving in SCs, once SC put
in power saving mode its frequency carrier can be recycled to a neighbor SC to
increase data rate, this part is kept for future work and can be done currently
using available frequency planning tools.

The designed model is considering radio network without frequency carrier
allocation, these are kept dummy values as the link weight which represents
traffic flow is the important measure to optimize cell’s utilization and network
power consumption.

• Femto Cells and Remote Radio Head (RRH)
Femto cells are considered as low cost low power cells and can operate under
licensed/unlicensed spectrum, they can be managed by operator/users, such
type of cells will be of very huge numbers and can complicate optimization
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process as number of nodes N becomes very high, it can be considered in later
releases.

Algorithm considers only MBS and SC Base station types. The RRH and Base
Band units are being discussed in literature, but for simplicity this type of ra-
dio components is left for future work.

• Localization
Design algorithm takes care of network size and cells distribution among clus-
ters of MBSs and SCs; however, distances and physical localization is not part
of the design, localization can help broaden code usage for other projects sim-
ulation purposes and can be considered for later work.

It is our hope that the findings in this thesis may help to a better understanding of
Energy Efficiency in 5G UDNs while stimulating further work in this area.
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